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MANAGING DATA

Since May 1999, the BABAR Database System has stored
201,404,275,985, 952 bytes of data. In 2009,

we expect to store that amount of data every few days.

The Challenge of the Increasing Rate of Growth

== The B ABAR experiment measures the minute
matter-antimatter asymmetries that may explain why Size of Data Number of Files
we exist - why the observable universe is rich in
matter and light. Pairs of B (matter) and Bbar
(antimatter) particles are created inside the BaBar
datector by the speclally constructed SLAC "B-
factory" accelerator PEP Il. BaBar will measure
billions of B-Bbar pairs.

proposal under development 201 0

The BABAR Database System Integrates: ; < Optimizing, Tuning....=

* millions of lines of custom C++ code
* a commercial Object Oriented Database System: Objectivity/DB
* all running on over —» [ 2000 CPUs
~ |*100 servers

* redesigning » understanding and removing

» optimizing code DORE O IS

* introducing faster hardware

» parallelizing, centralizing
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Currently data is streamed
into 20 (instead of 4) sets of
S . S database files (to follow
S 5yl recent changes in physics
g requirements), this increases
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" Ower 500,000 lines of Coe code:
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and Simulation Code |
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load on data servers and lock
servers by a factor of 5.
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(...yes, in real time)

The monitor to the left shows load on various servers:
= Online Prompt Reconstruction — 600+
computing nodes are processing data
incoming from the detector.
« Analysis —hundreds of physicists are
analyzing the data
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A Distributed System, with a Non-Trival Data Flow

Recent surveys report the . i
|..-“;¢';1'dnt¢bun in the dumi *:‘

werld s In the order of
1% tusabiytes, .. - Sim. On average, about 200 GB of data is
£ transferred to SLAC every day. About
180 GB per day is transferred from
SLAC to main centers in Europe.
From there, data is distributed to local
institutes.

These numbers are expected to grow
to 1 TB per day in the near future.




